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Abstract- Present day, mining of high utility itemsets 

especially from transactional databases is required task to 

process many transactional operations quick. There are many 

methods that are presented for mining high utility itemsets from 

transactional datasets are subjected to some serious limitations 

such as performance of this methods needs to be investigated in 

low memory based systems for mining high utility itemsets from 

large transactional datasets and hence needs to address further 

as well. Further limitation includes these methods cannot 

overcome the screenings as well as overhead of null transactions; 

hence, performance degrades eventually. We are analyzing the 

new approaches to overcome these limitations such as distributed 

programming model for mining business-oriented transactional 

datasets, which overcomes the limitations and main memory-

based computing, but also unexpectedly highly scalable in terms 

of increasing database size. We have used this approach with 

existing UP-Growth and UP-Growth+ with aim of improving 

their performances further. 

 

Keywords: Data Mining, Frequent Itemset, Itemset Utility, 

UP-Growth, UP-Growth+ 

I. INTRODUCTION 

A high utility itemset is defined as: A group of items in a 

transaction database is called itemset. This itemset in a 

transaction database consists of two aspects: First one is 

itemset in a single transaction is called internal utility and 

second one is itemset in different transaction database is called 

external utility. The transaction utility of an itemset is defined 

as the multiplication of external utility by the internal utility. 

By transaction utility, transaction weight utilizations (TWU) 

can be found. To call an itemset as high utility itemset only if 

its utility is not less than a user specified minimum support 

threshold utility value; otherwise itemset is treated as low 

utility itemset. To generate these high utility itemsets  mining 

recently in 2010, UP-Growth (Utility Pattern Growth) 

algorithm was proposed by Vincent S. Tseng et al. for 

discovering high utility itemsets and a tree based data structure 

called UP-Tree (Utility Pattern tree) which efficiently 

maintains the information of transaction database related to 

the utility patterns. Four strategies (DGU, DGN, DLU, and 

DLN) used for efficient construction of UP-Tree [11] and the 

processing in UP-Growth [11]. By applying these strategies, 

can not only efficiently decrease the estimated utilities of the 

potential high utility itemsets (PHUI) but also effectively 

reduce the number of candidates. But this algorithm takes 

more execution time for phase II (identify local utility 

itemsets) and I/O cost. 

In this paper, the existing UP-Growth algorithm is 

improved to generate high utility itemsets efficiently for large 

datasets and reduce execution time in phase II compared with 

existing UP-Growth algorithm. In the experimental section, 

experiments are conducted on our improved algorithm and 

existing algorithm with variety of synthetic and real-time 

datasets. 

II. PROBLEM DEFINITION 

In this section we describe the concepts of regular 

frequent pattern mining and define the basic definitions of the 

problem to obtain complete set of regular frequent patterns in 

incremental transaction databases.   

       Let I = {i1, i2, . . . , in} be a set of items. A set X = {ij, . . . 

,ik} ⊆ I, where  j ≤ k and j, k ∈ [1, n] is called a pattern or an 

itemest. A transaction t = (tid, Y) is a couple where tid is a 

transaction-id and Y is a pattern.  Let size (t) be the size of t, 

i.e., the number of items in Y. A transaction database DB over 

I is a set of transactions T = {t1, . . . ,tm}, m = | DB | is the 

size of DB, i.e., the total number of transactions in DB. If X ⊆ 

Y, which means that t contains X or X occurs in t and denoted 

as tjX, j∈[1, m]. Therefore, TX = {tjX, . . . ,tkX}, j ≤ k and j, k 

∈[1, m] is the set of all transactions where pattern X occurs in 

DB.   

A. Definition 1 (frequent pattern X): 

The total number of transactions in a DB that 

contains pattern X is called the support of X i.e., 

Sup(X). Hence Sup(X) = | TX|, where | TX | is the 

size of TX. The pattern X is said to be frequent if its 

support is greater than or equal to user given 

minimum support threshold i.e., Sup(X) ≥ 

min_sup(δ). 

 

B. Definition 2 (regularity of frequent pattern X) 

Let tXj+1 and tjX, j∈[1, (m - 1)] be two successive 

transactions where frequent pattern X appears. The 

variation between these two successive transactions 

can be defined as a period of X, say pX (i.e., p= 

tXj+1 – tX, j∈[1, (m - )]). For ease, to calculate the 

period of a pattern, we consider the first transaction 

in the DB as null i.e., tf  = 0 and the last transaction is 

the mth transaction i.e., tl = tm. Let for a TX, PX be 

the set of all periods of X i.e., PX = {p1X, . . . ,prX}, 

where r is the total number of periods in PX. Then 

the regularity of a frequent pattern X can be denoted 

as Reg(X) = max{p1X, . . . ,prX}. A frequent pattern 

X is said to be regular frequent if its regularity is less 

than or equal to user given maximum regularity 

threshold i.e., λ. 
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III. DATA SOURCES 

A. OLAP 

OLTP (On-line Transaction Processing) is 

characterized by a large number of short on-line transactions 

(INSERT, UPDATE, DELETE). The main emphasis for 

OLTP systems is put on very fast query processing, 

maintaining data integrity in multi-access environments and an 

effectiveness measured by number of transactions per second. 

In OLTP database there is detailed and current data, and 

schema used to store transactional databases is theentity 

model(usually3NF).  

 

OLAP (On-line Analytical Processing) is characterized by 

relatively low volume of transactions. Queries are often very 

complex and involve aggregations. For OLAP systems a 

response time is an effectiveness measure. OLAP applications 

are widely used by Data Mining techniques. In OLAP 

database there is aggregated, historical data, stored in multi-

dimensional schemas (usually star schema).  

 
 

B. Big Data 

Big Data describes the process of extracting actionable 

intelligence from disparate, and often times non-traditional, 

data sources. These data sources may include structured data 

such as databases, sensor, click stream and location data, as 

well as unstructured data like email, HTML, social data and 

images. The actionable data may be represented visually (e.g. 

in a graph), but it is often distilled down to a structured 

format, which is then stored in a database for further 

manipulation. 

 
 

C. Stock Market 

The goal of this article is to introduce the concepts, 

terminology and code structures required to develop 

applications that utilise real-time stock market data (e.g. 

trading applications). It discusses trading concepts, the 

different types of market data available, and provides a 

practical example on how to process data feed events into a 

market object model. 

The article is aimed at intermediate to advanced 

developers who wish to gain an understanding of basic 

financial market data processing. I recommend that those who 

are already familiar with trading terminology skip ahead to the 

Market Data section. 

 
 

D. Datasets 

Real world data sets Accidents and Chess are obtained 

from FIMI Repository [4]; Chain-store is obtained from NU-

MineBench 2.0 [5]; Foodmart is acquired from Microsoft 

foodmart 2000 database. In the above data sets, except Chain-

store and Foodmart, unit profits for items in utility tables are 

generated between 1 and 1,000 by using a log-normal 

distribution and quantities of items are generated randomly 

between 1 and 10. The two real data sets Chain-store and 

foodmart already contain unit profits and purchased quantities. 

Total utilities of the two data sets are 26,388,499.8 and 

120,160.84, respectively. 

 

IV. TECHNIQUES USED FOR HIGH UTILITY 

ITEMSETS MINING 

A. Mining Regular Frequent Patterns 

In this section we describe the mining process of regular 

frequent patterns in incremental transactional databases using 

vertical data format requires only one database scan. To 

generate length-1 itemset our algorithm constructs an item 

header table called RFPID-table consists of four fields 

(Itemset,Tid, Sup, Reg). Itemset is an item name, Tid  is the 

transaction list where the item occurs in various transactions, 

Sup is the support of the itemset and Reg is the regularity of 

an itemset. Each itemset consists of its own array to 

accommodate Tids and other intermediate results.  Let Table 1 

be the transactional database DB in horizontal format which is 

somewhat similar to the database in [9]. Convert the above 

horizontal database into vertical database with one database 

scan to store all length-1 items with respective tids, support and 

regularity. For example, Let us consider the minimum support 

threshold value, δ = 5 and maximum. 
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B. Frequent Pattern Mining Tree:Design and 

Construction 

Let I = a1,a2,….an be a set of items, and a transaction 

database DB = hT1,T2,….Tni,where Ti (i….[1::n]) is a 

transaction which contains a set of items in I. The support1 (or 

occurrence frequency) of a pattern A, which is a set of items, 

is the number of transactions containing A in DB. A is a 

frequent pattern if A's support is no less than a predefined 

minimum support threshold. Given a transaction database DB 

and a minimum support threshold, , the problem of finding the 

complete set of frequent patterns is called the frequent pattern 

mining problem. 

C. UP-Growth Algorithm 

The UP-Growth [11] is one of the efficient algorithms to 

generate high utility itemsets depending on construction of a 

global UP-Tree. In phase I, the framework of UP-Tree follows 

three steps: (i). Construction of UP-Tree [11]. (ii). Generate 

PHUIs from UP-Tree. (iii). Identify high utility itemsets using 

PHUI.The construction of global UP-Tree [11] is follows, (i). 

Discarding global unpromising items (i.e., DGU strategy) is to 

eliminate the low utility items and their utilities from the 

transaction utilities. (ii). Discarding global node utilities (i.e., 

DGN strategy) during global UP-Tree construction. By DGN 

strategy, node utilities which are nearer to UP-Tree root node 

are effectively reduced[15]. The PHUI is similar to TWU, 

which compute all itemsets utility with the help of estimated 

utility. Finally, identify high utility itemsets (not less than 

min_sup) from PHUIs values. The global UP-Tree contains 

many sub paths. Each path is considered from bottom node of 

header table. This path is named as conditional pattern base 

(CPB). 

D. Improved UP-Growth 

Although DGU and DGN strategies are efficiently reduce 

the number of candidates in Phase 1(i.e., global UP-Tree). But 

they cannot be applied during the construction of the local UP-

Tree (Phase-2). Instead use, DLU strategy (Discarding local 

unpromising items) to discarding utilities of low utility items 

from path utilities of the paths and DLN strategy (Discarding 

local node utilities) to discarding item utilities of descendant 

nodes during the local UP-Tree construction. Even though, 

still the algorithm facing some performance issues in phase-2. 

To overcome this, maximum transaction weight utilizations 

(MTWU) are computed from all the items and considering 

multiple of min_sup as a user specified threshold value as 

shown in algorithm. By this modification, performance will 

increase compare with existing UP-Tree construction also 

improves the performance of UP-growth algorithm. An 

improved utility pattern growth is abbreviated as IUPG. 

 

V. LIMITATIONS OF FREQUENT ITEMSETS 

MINING 

A. Frequent Itemset Mining is Uncertain Transaction 

databases semantically and had significant drawbacks 

which led to misleading results. 

B. Apriori, while historically significant, suffers from a 

number of inefficiencies or trade-offs, which have 

spawned other algorithms. Candidate generation 

generates large numbers of subsets (the algorithm 

attempts to load up the candidate set with as many as 

possible before each scan). Bottom-up subset 

exploration (essentially a breadth-first traversal of the 

subset lattice) finds any maximal subset S only after 

all of its proper subsets. 

 

VI. APPLICATIONS OF FREQUENT ITEMSETS 

MINING 

A. Methodology/Principal Findings 

The claims datasets of 1 million nationally representative 

people within Taiwan's National Health Insurance in 2005 

were used to calculate the number of patients with one-stop 

visits. The frequent itemsets mining was applied to compute 

the combination patterns of specialties in the one-stop visits. 

Among the total 13,682,469 ambulatory care visits in 2005, 

one-stop visits occurred 144,132 times and involved 296,822 

visits (2.2% of all visits) by 66,294 (6.6%) persons. People 

tended to have this behavior with age and the percentage 

reached 27.5% (5,662 in 20,579) in the age group ≥80 years. 

In general, women were more likely to have one-stop visits 

than men (7.2% vs. 6.0%). Internal medicine plus 

ophthalmology was the most frequent combination with a 

visited frequency of 3,552 times (2.5%), followed by 

cardiology plus neurology with 3,183 times (2.2%). The most 

frequent three-specialty combination, cardiology plus 

neurology and gastroenterology, occurred only 111 times. 

B. Association Rule Learning 

Association rule learning is a popular and well researched 

method for discovering interesting relations between variables 

in large databases. 

VII. CONCLUSION 

In this paper we have analyzed new enhanced frameworks 

of recently presented algorithms namely UP-Growth and UP-

Growth+ with aim of improving the processing time 
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performance and mining performance under the less system 

memory environment as well. We have seen the concept of 

UP-Growth and UP-Growth+. The systems presented the work 

done so far over the previous approaches with the datasets 

used. In the future completely evaluate this proposed 

architecture and compare its performance against existing 

methods in order to claim the effectiveness and efficiency of 

this proposed network 
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